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Foundation Models are the cornerstone of most recent breakthroughs in Machine Learning.
While achieving impressive capabilities [15], the prohibitive and sharp increases in training
and inference costs [44] raise questions about whether this is the right path toward artificial
intelligence. Indeed, these models follow specific scaling laws [19, 17], where performance
not only improves with model size but also with the volume of training data [25, 31], raising
concerns about the potential depletion of data resources [28] and significant implications for data
privacy and copyright infringement [50, 36]. Developing such models requires a centralization
of resources and efforts that only a few privileged teams can afford [41]. This not only grants
significant influence over research and development but, more alarmingly, allows only a select
few to shape policy decisions that affect end-users. In light of this, there is a pressing need for a
change, transitioning towards a more decentralized, collaborative, and efficient paradigm.

In my research, I focus on creating models and algorithms to address these issues for a
more open and accessible development of machine learning tools. To tackle these fundamental
challenges, I establish my research agenda around three pillars:

1. Decentralized Learning, to enable collaboration across users and sharing knowledge while
preserving privacy and distributing computational efforts.

2. Continual Learning, to enable continuous knowledge integration allowing models to keep
improving without forgetting previously acquired skills, unless on purpose.

3. Modular Learning, for creating models that are more reusable, efficient, and maintainable.

The synergies between these three interconnected directions are discussed in detail below, as
well as previous achievements and future directions.

1 Decentralized and Collaborative Learning

Federated Learning [11] (FL) offers a practical solution for collaborative model training while
preserving user privacy. This decentralized technique allows individual clients to train models on
their own data independently and share only model updates, circumventing the need to directly
share sensitive information. By involving real-world users in the training process [14, 18], FL has
the potential to learn from a wider range of data, reflecting real-world complexities. However,
the privacy-preserving nature of FL presents challenges as local data generally reflects user
preferences, habits, and geographical locations, potentially leading to biased local optimizations
and hindering model convergence [20].

My research addresses the crucial challenges of improving convergence speed and com-
munication efficiency in decentralized settings particularly when faced with statistical
heterogeneity across clients.

Statistical heterogeneity in federated learning could take the form of data imbalance [22,
34], domain [21, 24], and label [34, 35] shift. To address these challenges, I develop methods
that approach them from an optimization and generalization perspective. Specifically, I draw
connections between training difficulty and the geometry of the loss landscape [22], leverage
global information to align local and global objectives [51], and exploit clients’ similarity to
mitigate interference and maximize knowledge transfer. This is achieved via clustering-based
methods [21, 43, 30], normalizations [24], and hierarchical aggregation [43]. To foster research on
federated learning, I also contributed to the release of two benchmarks [24, 35, 43] to characterize
the effect of heterogeneity in real-world vision applications.
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2 Continual and Incremental Learning

One of the hallmarks of intelligence is the ability to continually learn and improve by accruing
knowledge. While machine learning algorithms have achieved remarkable advancements,
they still cannot learn as humans [4], who are efficient, robust, and capable of learning from
sequential experience. In real-world ML applications, several scenarios necessitate updating
models, including adapting to distribution shifts, incorporating new features, and addressing
unwanted behaviors. However, to date, there are no standard approaches for updating models
while preserving their previously acquired knowledge [16]. As a result, the prevalent solution
remains to re-train from scratch with the updated data – an inefficient practice that leads to time
and resource wastage, contributing to increased energy consumption and carbon footprint [39].

My research aims to surpass the limitations of current model development to enable
Continual Learning (CL) and knowledge retention in the face of evolving distributions
and requirements.

Drawing on my expertise in computer vision [10, 12], I delved into practical applications of
continual learning for semantic segmentation. Recognizing the limitations of expensive dense
annotations, even for incremental methods, together with my collaborators, we proposed [23]
a novel distillation framework for Weakly Incremental Learning that enables segmentation
models to learn from cheap and readily available image-level labels, paving the way for efficient
continual learning in the real world.

More recently, I focused on a crucial weakness in existing CL approaches and their evaluation.
I demonstrated [29] that the performance of most algorithms fluctuates significantly if the
same data is presented in a different order, also referred to as data schedule. This sensitivity
poses a significant issue for the deployment in real-world applications, where CL methods
may be applied to novel data streams with unknown schedules. To address this challenge, I
introduced the concept of “schedule robustness”, which quantifies the variance of performance
across schedules and proposed a novel schedule-robust method with theoretical guarantees.

This line of research also led to a successful extension in federated learning to achieve in-
variance to statistical heterogeneity [34, 45]. Indeed, in a separate work, my research [22] has
identified a critical challenge in FL where data heterogeneity can lead to over-specialized local
models and consequent catastrophic forgetting when clients overwrite each other’s knowledge
during training - similar to the problem encountered in sequential learning [5]. Our approach [34,
45], not only prevents forgetting but also recovers the same solution that would be achieved in
centralized training, while offering a significant convergence speed-up in real-world settings
where data exhibit long-tail distributions and imbalances [18], further exacerbating forgetting.

3 Towards Modular, Collaborative and Decentralized Machine
Learning

While the success of large-scale deep learning models hinged on the “bigger is better” approach
– scaling model size and training data – this paradigm is rapidly reaching an inflection point.
Beyond the prohibitive cost of training and maintaining gigantic models, this approach exposes
and exacerbates inherent flaws in the current design philosophy of machine learning systems.

One of the most glaring contradictions lies in the development life cycle of these models which
once deprecated are simply discarded in favor of new ones, generally trained from scratch. This
unsustainable practice stems from the fact that models are currently built and trained as generalist
black-box monolithic systems where functionalities and emerging capabilities are intertwined
in their parameters and any attempt to change a specific aspect can have unpredictable and
potentially disastrous consequences for the entire model’s performance.
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In stark contrast, a fundamental principle in software development is the organization of
code into modular components [1]. This allows developers to import modules and seamlessly
integrate new functionalities, leading to improved code reusability and maintainability. Similarly,
biological systems provide compelling evidence for the benefits of modularity and functional
specialization [2, 3], such as rapid adaptation to new environments and resilience to perturba-
tions [6]. Despite these clear benefits, modular approaches are rarely applied in the development
of machine learning models [42] presenting a significant opportunity for innovation.

My research envisions a future where deep learning models are built with modular design
and functional specialization in mind, unlocking two key capabilities:

• Asynchronous training and incremental updates: functional specialization enables
efficient, continuous improvement of individual modules, reducing interference and
enhancing maintainability and interpretability.

• Composability for cross-task generalization: The modular design enables post hoc
composition of different modules to adapt to new tasks and domains, promoting
reusability and systematic generalization.

Realizing this vision presents a wealth of open research questions, raising exciting possibilities
for future exploration. Below, I describe a few directions I intend to pursue.

Decomposing and Recombining Monolithic Models A major focus of my future research is
developing techniques to decompose large, monolithic models into independent, task-specialized
modules after training. This approach mirrors the refactoring process in software development,
where a codebase is restructured for modularity and reusability. My goal is to create methods
that enable this decomposition for deep neural networks, effectively disentangling knowledge
representation from control flow within the model. While training large models remains resource-
intensive, there is a growing abundance of open-source alternatives. My research aims to make
these models even more accessible and reusable, empowering users to leverage their power
without extensive computational resources.

I envision multiple benefits from modularizing large models. First, smaller, conditionally acti-
vated modules significantly boost computational efficiency. Additionally, recombining modules
can improve cross-task generalization, enabling more efficient transfer learning to new tasks
and domains. Finally, decomposing models into semantically interpretable components will
offer crucial insights into the decision-making processes of complex neural networks, including
a better understanding of how knowledge is stored and used to solve tasks.

I have begun exploring this direction by developing data-driven methods [46] that analyze
network activation paths to identify and extract functional modules. This technique has already
shown promise when applied to pruning models at initialization, effectively supporting efficient
transfer learning from pre-trained models to downstream tasks. My future work focuses on
scaling these methods and developing new techniques for large vision and language models,
aiming to extract and recombine semantically meaningful modules post hoc. Additionally,
I am actively investigating low-rank decomposition of pre-trained models [49] and ordered
representations [37] where different dimensions have different degrees of importance and the
rank can be selected layer-wise and adaptively based on the tasks and the available resources.

Theoretical and empirical understanding of model merging and knowledge transfer The
promise of modular neural network design remains limited by the lack of a principled approach
to combining knowledge from independently trained models. Current merging techniques are
often ad-hoc, relying on heuristics rather than a theoretical understanding of when and how to
achieve optimal knowledge transfer. My research seeks to establish a theoretical framework for
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effective model merging, along with practical guidelines for module composition in collaborative
model development tools [38]. By investigating the interplay between architectures [26, 27, 32],
optimization [22, 47], and task relationships [13], I aim to develop techniques that improve
flexibility of model development while maximizing knowledge transfer when merging models.

My research seeks to bridge this gap, building upon insights from my work in continual and
federated learning with heterogeneous data. Specifically, I have explored the role of optimization
landscapes in model merging [22], finding flat minima to be conducive to better merging and
reduced interference. Similarly, our work on path-aware pruning [46] could be instrumental in
characterizing and reducing catastrophic interference across activation paths of different tasks.

An open question is how to transfer knowledge across models with different architectures
and trained on different modalities. The interplay between knowledge distillation [9, 48] or
other data-driven techniques [40, 33] and model merging is currently unexplored and could be a
complementary approach to share knowledge in the context of decentralized and distributed
training on partitioned datasets.

Communication-Efficient Large-Scale Decentralized Learning Training large foundational
models demands centralized clusters of tightly interconnected accelerators. This involves
substantial costs to build and maintain a single, massive computing infrastructure. Indeed,
traditional distributed training relies on frequent synchronization across all devices creating a
communication bottleneck as model size and dataset complexity increase.

In contrast, local optimizer methods [7, 8, 11] empower independent training processes on
separate computing clusters or devices. Each worker trains on its local data partition, updating
its model replica for multiple steps before periodically exchanging gradients for synchronization.
This decentralized approach offers several benefits. By avoiding synchronization at every train-
ing step, local methods significantly reduce network traffic and associated latency. Additionally,
training is more robust to individual device failures, as progress continues independently across
workers. Finally, decentralization and delayed communication allow the integration of heteroge-
neous devices with varying speeds and capabilities.

Despite their advantages, the potential of local optimizers for decentralized training of large-
scale vision and language models remains underexplored. My research has focused on devel-
oping effective local optimization methods for federated learning to accelerate convergence
in heterogeneous data distributions [45, 51, 30] and improve communication efficiency [51]
reducing the need for frequent synchronization.

I am currently investigating the extension of these algorithms for training large language and
multimodal models and effectively leveraging decentralized compute resources. Furthermore,
integrating modular architectures within this framework allows for independent training of
task-specific and parameter-efficient modules [26, 27], effectively improving scalability. Future
exploration could investigate hierarchical [21, 43] or peer-to-peer topologies [30] to further
optimize communication efficiency based on location and data similarity.

Research impact: Modularity has the potential to democratize the development of ma-
chine learning models, shifting from the current centralized paradigm towards a collabo-
rative ecosystem. By enabling independent training and the combination of specialized
modules, research institutions, and smaller teams could build powerful models by sharing
their knowledge and resources. This would also pave the way for more flexible and effi-
cient models, with modularity facilitating updates, customization, and reduced training
costs. Finally, the ability to analyze and replace specific modules would dramatically
improve model interpretability and trustworthiness, fostering rigorous evaluation and
accountability.
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