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About me
Present

- PhD student in Deep Learning and Computer Vision
- supervised by Prof. Matteo Matteucci
- ML engineer @ Horus 

Background

Machine Learning, Signal Processing

- MSc at Politecnico di Milano, Como Campus
- BSc at Università degli studi di Firenze

Contacts

marco.ciccone@polimi.it 2
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Tentative Outline of the course

- Deep Learning introduction

- Optimization background

- Convolutional Neural Networks

- Recurrent Neural Networks

- Training Tricks 

- Applications and very (very) brief TensorFlow tutorial [very optimistic]
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Let’s start!
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“With massive amounts of computational power, machines can 
now recognize objects and translate speech in real time. 
Artificial intelligence is finally getting smart.”

https://www.technologyreview.com/s/513696/deep-learning/

“One of the 10 breakthrough technologies 2013”

MIT Technology Review

Deep Learning breakthrough 
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https://www.technologyreview.com/s/513696/deep-learning/
https://www.technologyreview.com/lists/technologies/2013/
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Companies
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Big players in Academy
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Main conferences

Deep Learning is growing faster also in other conferences…

ICCV ICASSP

ICRA IROS

CVPR
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https://nips.cc/
https://2017.icml.cc/
http://www.iclr.cc/doku.php?id=ICLR2017:main&redirect=1
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Natural Language Understanding
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Speech and Music Generation

WaveNet (DeepMind)

https://deepmind.com/blog/wavenet-generative-model-raw-audio/

Magenta Team (Google Brain)

https://magenta.tensorflow.org/2016/12/16/nips-demo

https://magenta.tensorflow.org/

https://www.youtube.com/watch?v=vM5NaGoynjE
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https://deepmind.com/blog/wavenet-generative-model-raw-audio/
https://magenta.tensorflow.org/2016/12/16/nips-demo
https://magenta.tensorflow.org/
https://www.youtube.com/watch?v=vM5NaGoynjE
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Neural Style Transfer

Code to have fun

https://github.com/jcjohnson/neural-style

https://github.com/jcjohnson/fast-neural-style

https://ml4a.github.io/ml4a/style_transfer/
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https://github.com/jcjohnson/neural-style
https://github.com/jcjohnson/fast-neural-style
https://ml4a.github.io/ml4a/style_transfer/
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Deep Photo Style Transfer

Input    Style      Output

https://github.com/luanfujun/deep-photo-styletransfer
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https://github.com/luanfujun/deep-photo-styletransfer
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Neural Vaporwave Style Transfer

Neural Vaporwave

provided by Spooky
14
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Mask R-CNN on Image Instance Segmentation

Mask R-CNN, He et Al

Facebook Research
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https://arxiv.org/abs/1703.06870
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Mask R-CNN on Detection and Segmentation
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Mask R-CNN on Keypoint detection
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Super Resolution
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Live Demo

https://github.com/alexjc/neural-enhance

http://enhance.nucl.ai/w/0f5177f4-9ce6-11e6-992c-c86000be451f/view
https://github.com/alexjc/neural-enhance
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Generative Adversarial Network (GAN)

Text-to-Photo Realistic Image Synthesis 

https://github.com/hanzhanggit/StackGAN 19

https://github.com/hanzhanggit/StackGAN
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Generative Adversarial Network (GAN)

Text-to-Photo Realistic Image Synthesis
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Recommender Systems

https://research.google.com/pubs/pub45530.html http://benanne.github.io/2014/08/05/spotify-cnns.html
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https://research.google.com/pubs/pub45530.html
http://benanne.github.io/2014/08/05/spotify-cnns.html
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Deep Reinforcement Learning
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Playing Atari with Deep Reinforcement Learning
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http://www.youtube.com/watch?v=TmPfTpjtdgg
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AlphaGo

Nice article:

https://medium.com/@karpathy/alphago-in-context-c47718cb95a5

24

https://medium.com/@karpathy/alphago-in-context-c47718cb95a5
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Autonomous Driving

Check other NVIDIA automotive partners
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http://www.nvidia.com/object/automotive-partner-innovation.html
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NVIDIA self-driving car demo
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http://www.youtube.com/watch?v=fmVWLr0X1Sk
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Text Reading

Face Recognition

Object Recognition
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Wearable device for blind people

http://horus.tech/
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http://www.youtube.com/watch?v=9TEJC5fXnu8
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Ok, many funny applications but how 
does this black magic work?
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It’s all about extracting good features!

30



Cognitive Robotics 2016/2017

In the beginning were the hand engineered features

Hand-crafted
Feature extractor

Trainable Classifier
(e.g. Softmax/SVM)Input

Descriptors are based on fixed heuristics 
- SIFT, HoG, BRIEF (...) for visual tasks
- MCCF for speech recognition 

Bad:
- They need to be carefully designed depending on the task
- Time consuming
- Fixed and cannot deal with data variability

Prediction
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Traditional Pattern Recognition pipelines

Speech Recognition (early 90s - 2011) 

MFCC
Low Level 
Features

Mixture of Gaussian
Mid Level Features

Supervised

Classifier

Fixed Unsupervised

SIFT/HoG
Low Level 
Features

K-means
Sparse Coding
Mid Level Features

Supervised

Classifier

Fixed Unsupervised

Object Recognition (2006 - 2012) 
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Hand-engineered features still work 
very well for task that involves feature 

matching!

But Deep Learning is coming… 
LIFT: DL-based descriptor 
https://arxiv.org/abs/1603.09114
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https://arxiv.org/abs/1603.09114


Cognitive Robotics 2016/2017

Deep Learning pipeline

Representation Learning address the problem of learning a general and 
hierarchical feature representation that can be exploited for different tasks.

Deep Learning puts together Representation Learning + Trainable Classifier
in a single end-to-end training procedure stacking multiple layers of nonlinear 

transformation.

Low Level 
Features

Trainable 
Classifier

Mid Level 
Features

High Level 
Features

Feature Learning
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Deep Learning pipeline

Low Level 
Features

Trainable 
Classifier

Mid Level 
Features

High Level 
Features

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013] 35

https://arxiv.org/abs/1311.2901
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Mammalian visual cortex is hierarchical

36
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Hierarchical Feature Learning
In Deep learning layers are nonlinear trainable feature transforms that learn a 
hierarchy of descriptors with increasing abstraction, i.e., 

Image recognition

Pixel → edge → texton → motif → part  → object

Text analysis

Character → word → word group → clause → sentence → story

Speech recognition

Sample → spectral band → sound → phone → phoneme → word

Trainable Feature 
Transform

Trainable Feature 
Transform

Trainable Feature 
Transform

Trainable Feature 
Transform
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Representation Learning

Learning the representation is a challenging problem that can have several interpretations

Cognitive perspective

- How can a perceptual system build itself by looking at the external world?
- How much prior structure is necessary?

Neuroscience

- Does the cortex «run» a single, general learning algorithm? Or multiple simpler ones?

ML/AI Perspective

- What is the fundamental principle?
- What is the learning algorithm?
- What is the architecture?

DL addresses the problem of learning hierarchical representations with a single algorithm 38
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It all started from Image Classification
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Large Scale Visual Recognition Challenge (ILSVRC)
[2012] AlexNet[2010] NEC-UIUC [2014] GoogleNet             VGG [2015] ResNet

He et Al.Symonian & ZissermanSzegedy et Al.Krizhevsky et Al.
40

https://arxiv.org/abs/1512.03385
https://arxiv.org/pdf/1409.1556.pdf
https://arxiv.org/abs/1409.4842
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks
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CNNs are not a new idea!

[LeCun et al., 1998]
Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner. 
Gradient-based learning applied to document recognition.

[1998] LeNet-5
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http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf
http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf
http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf
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But, why Deep Learning didn’t work until 
now?
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Why DL didn’t work until now?

- Our labeled datasets were thousands of times too small.

- Our computers were millions of times too slow.

- We initialized the weights in a stupid way.

- We didn’t know the Loss surface we were optimizing.

- We used the wrong type of nonlinearity.

43
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Huge datasets 22K categories and 14M images

44
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Why DL didn’t work until now?

- Our labeled datasets were thousands of times too small.

- Our computers were millions of times too slow.

- We initialized the weights in a stupid way.

- We didn’t know the Loss surface we were optimizing.

- We used the wrong type of nonlinearity.
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GPU acceleration and scalable algorithms

Approved by Jensen (Gianni)
47
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Why DL didn’t work until now?

- Our labeled datasets were thousands of times too small.

- Our computers were millions of times too slow.

- We initialized the weights in a stupid way.

- We didn’t know the Loss surface we were optimizing.

- We used the wrong type of nonlinearity.
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Why DL didn’t work until now?

- Our labeled datasets were thousands of times too small.

- Our computers were millions of times too slow.

- We initialized the weights in a stupid way.

- We didn’t know the Loss surface we were optimizing.

- We used the wrong type of nonlinearity.
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References

- On the saddle point problem for non‐convex optimization,  Pascanu, Dauphin, Ganguli, Bengio, 2014
- Identifying and attacking the saddle point problem in high-dimensional non-convex optimization, YN 

Dauphin, R Pascanu, C Gulcehre, K Cho, S Ganguli, Y Bengio, NIPS 2014
- Escaping from Saddle Points (13-minutes read)
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http://arxiv.org/abs/1405.4604
https://arxiv.org/abs/1406.2572
http://www.offconvex.org/2016/03/22/saddlepoints/
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Why DL didn’t work until now?

- Our labeled datasets were thousands of times too small.

- Our computers were millions of times too slow.

- We initialized the weights in a stupid way.

- We didn’t know the Loss surface we were optimizing.

- We used the wrong type of nonlinearity (we’ll see).
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What should I know before starting?
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Pre-requisites 

We will be formulating cost functions, taking derivatives and performing optimization 
with gradient descent so...

It’s strictly recommended to have a strong background of:

- Calculus

- Linear Algebra, Matrix Calculus

- Probability Theory

- Machine Learning basic concepts (e.g. Supervised Training, Overfitting…)

I will give you a brief overview on Optimization theory and techniques. 53
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Resources

- Slides provided by me, mainly based on other brilliant material such as:

Hugo Larochelle, slides and videos 

Andrej Karpathy,  Stanford CS231n Course Notes

Laurent Dinh, Introduction to DL with Theano

- The Deep Learning Book by Ian Goodfellow, Yoshua Bengio, Aaron Courville

Available online for free: http://www.deeplearningbook.org/
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https://goo.gl/WlldHM
http://cs231n.github.io/
http://www.deeplearningbook.org/

